Condition Assessment of Power Transformer Winding by FRA using Different AI Techniques
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Abstract

There are many methods of fault diagnosis of Power transformer but among all these FRA is the most suitable method for electrical and/or mechanical faults of a transformer. The concept of FRA has been successfully used as a diagnostic technique to detect the winding deformation of power transformer. In FRA measurement, the nine statistical indicators are used to detect the deviation in FRA signature. The effects of different winding parameters on FRA signature is described. The artificial neural network approach has been proposed to complement these nine indicators. ANN can be used to increase the efficiency and accuracy of diagnosis system. Neural network toolbox is used to train the multilayer feed-forward neural network. The Probabilistic neural network (PNN) approach and General Regression Neural network (GRNN) has been introduced due to its higher sensitivity and accuracy over the neural network. Neural pattern recognition toolbox is used to train the multilayer probabilistic neural network. Different practical case studies and their data are used to train and test the multilayer feed-forward neural network, probabilistic neural network and general regression neural network. Among all these AI techniques PNN gives the best accuracy result. In this work Matlab-2014 is to be used.
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I. INTRODUCTION

Power transformers are expensive and important units in electric power networks. In 1831, Michael Faraday had carried out many experiments for demonstrating the principle of electromagnetic induction. The electricity was produced in first time from magnetism occurred on 29th August 1831. Faraday's invention contained all the basic elements of transformers - two independent coils and a closed iron core. The transformers are being mechanically stressed out of service due to transportation and mishandling in the course of an installation. Over the past few decades, a number of diagnostic methods have been developed for monitoring the health of transformers. There are many methods such as SCI (short-circuit impedance measurement), FRA (frequency response analysis), LVI (low voltage impulse), etc. The Short Circuit Impedance Measurement is not widely used on site because its sensitivity is low and the hidden trouble cannot be found effectively. On the other hand, the sensitivity of FRA and LVI is high. FRA is a powerful and sensitive diagnostic test technique to winding displacements. It is now being standardized by both IEEE and CIGRE. In this paper, the basic introduction is carried out in section II and history of FRA in section III. Section IV explains how SFRA is carried out. Section V explains the variation in SFRA plot due to variation in winding parameters. Section VI explains the case study using artificial neural network. Section VII explains the case study using probabilistic neural network. Section VIII explains the case study using General regression neural network. Section IX explains the comparison of ANN, PNN and GRNN. Section X explains the conclusion of this paper.

II. WHAT IS FRA?

FRA is a comparison based technique [1,2]. Comparisons are taken according to time, type and phase of the transformers. Among all these, time comparison is more reliable. Phase comparison is only option for old transformers.

Today, FRA measurements are carried out by dedicated instruments most of which employ the swept frequency method and only a few follow the impulse response method. The Frequency Response Analysis (FRA) can detect the type of fault and the exact location of fault. In FRA, Impedance measurement of transformer winding is carried out over a wide frequency range and then the results are compared to the reference set. When variation is found, it may indicate the damage to the transformer. Frequency response analysis can detect many type of faults includes short circuit fault, interturn fault, failure of transformer oil and mechanical displacement.

Transformer winding is nothing but an RLC network. Any type of fault occurs it may result the change in this RLC network. Due to these changes the frequency response may change, either it may peak or valley. The different Statistical indicators[3] such as Correlation Coefficient (CC), Mean Square Error (MSE), Root Mean Square Error (RMSE), ASLE, Absolute difference (DABS), Min Max Ratio (MM), Sum Squared Error (SSE), Sum Squared Ratio Error (SSRE), Sum Squared Min Max Ratio Error (SSMMRE), etc. are used to detect the faults in the winding.
III. BRIEF HISTORY OF SFRA

Frequency Response measurements were first investigated in depth by Dick and Erven at Ontario Hydro in Canada in 1970. In 1978, E.P. Dick first used Frequency Response Analysis to detect transformer winding deformation. In 1980, the Central Electricity Generating Board (CEGB) in the UK took up the measurement technique and applied it to transmission transformers. In 1978, “Transformer diagnostic testing by frequency response analysis”, IEEE Trans. Power App. Syst., vol. PAS-97, no. 6, pp. 2144–2153, was presented by E. P. Dick and C. C. Erven. They contributed to further knowledge of their use for transformer diagnostics.

In 1980, further research carried out by Central Electricity Generating Board in UK. From 1988 to 1990, proving trials by European utilities, the technology cascades internationally via CIGRE, EuroDoble and many other conferences and technical meetings.


Thus, from 1991 to present, Results & Case Studies were published and presented, validating the FRA method.

IV. BASIC CIRCUIT OF SFRA

In recent years, the FRA technique gained popularity because of its sensibility to failures, such as winding displacements, deformations, and electrical failures. FRA method is based on the evaluation of transfer function [4] by means of statistical and mathematical indicators which are evaluated in several frequency bands. The normally used frequency range is 20Hz to 2MHz.

Two terminal pairs of transformer are chosen as input and output as shown in Fig. 1. SFRA is performed by applying low voltage signal of varying frequencies to the transformer winding and the measurements of both input and output signals are taken. Now, the ratio of output to input signal gives required response. And this output to input signal ratio called transfer function of transformer from which both the magnitude and phase can be obtained. Any geometrical deformation changes the RLC network, which in turn changes the transfer function at different frequencies.

![Fig. 1: SFRA Measurement Layout](image)

V. EFFECTS OF DIFFERENT WINDING PARAMETERS

Frequency response of the transformer winding is sensitive to the physical parameters shown in Fig. 3 of the transformer winding. When these parameters changes, the different types of fault occur.
Effects of different parameters are listed here:
1) Effect of self/mutual inductance.
2) Effect of Series capacitance.
3) Effect of Series resistance.
4) Effect of Shunt capacitance.

A. Effect of Self/Mutual Inductance:

When increasing the inductance [8] will shift the resonance and anti-resonance frequencies to the left over the entire range of frequency. It will also have a minor impact on the amplitude. And decreasing the inductance value will shift the resonance and anti-resonance frequencies to the right when compared with the base values signature.

B. Effect of Series Capacitance:

There are no variations in low frequency and medium frequency region when capacitance increased or decreased. So no impact in FRA signature in low and medium frequency region. And In both cases resonance and anti-resonance frequencies will shift to the right.

C. Effect of Series Resistance:

When increasing the value of the series resistance will introduce minor impact on the amplitude in the medium and high frequency range. Also, some high frequency resonance frequencies will shift to the right. Decreasing the value of the series resistance will not have any impact on the FRA signature except in the very high frequency range where the amplitude will be slightly affected.

D. Effect of Shunt Capacitance

The effect of increasing shunt capacitance is more visible in the high frequency range, where resonance frequencies will shift right with little impact on the amplitude. On the other hand, decreasing shunt capacitance will affect the amplitude of the FRA signature in the entire frequency range and resonance frequencies in the medium and high frequency range will be shifted to the right.

VI. CASE STUDY USING ANN

Case I. A three phase auto transformer with tertiary winding of rating 315 MVA, 400/220/33 kV and 50 Hz is manufactured for EMCO Ltd. Thane. The SFRA plot is shown in Fig. 4.

In Fig. 4, Black color response are taken first at factory. Red color response are taken second at field after commissioning. As shown from Fig. 4. Changes are between 10 kHz to 60 kHz which is due to tap position. The tap changer was diverting type and
both response has been taken at normal Tap 9b but previous tap in both case was different. In one previous tap was 8 and in second previous tap was 10.

The different nine statistical indicators have been calculated between different frequency ranges from the SFRA plot shown in Fig. 4. The Neural network is used to increase the stability and accuracy. Normalized value of nine Statistical indicators are used as input of the neural network and output value is between zero and one. In this case, the numbers of hidden layer neurons is 10 which gives a better training performance.

After the NN is created, it is trained. In this case, Levenberg-Marquardt is used as training algorithm. From the Fig. 6, it can be observed that best validation performance is achieved at epoch 17. After completion of training of neural network, the next step is validating the network. Validation of neural network is done to check the network performance and retrain the network. The next step is to observe the regression plot which is shown in Fig. 7. The regression plot which indicates the relationship between the outputs of network and targets. If the training were perfect, the network outputs and targets would be exactly equal. But this relationship is rarely perfect in practice.
After validation of the network, the ANN is tested using the different field data which are not introduced during the training process. The network is tested by different case studies data.

**VII. CASE STUDY USING PNN**

**Case I.** A three phase auto transformer with tertiary winding of rating 315 MVA, 400/220/33 kV and 50 Hz is manufactured for EMCO Ltd. Thane. The SFRA plot is shown in Fig. 8.

PNN is a kind of feed forward neural network. It is a four layer feed forward neural network that is capable of realizing or approximating the optimal classifier. The four layers are such as, input layer, pattern layer, summation layer and output layer shown in fig 9.

Generally, Gaussian activation function is used in PNN because if the pattern falls within the certain region then the function output is ‘1’ otherwise function output is ‘0’. PNN is closely related to Parzen window pdf estimator.

PDF for n training set is

\[ f_{\hat{u}}(X) = \frac{1}{(2\pi)^{\frac{d}{2}}\sigma^d} \sum_{i=1}^{n} e^{-\frac{(x-x_i)^2}{2\sigma^2}} \]
Where,

\[i = \text{pattern number}\]
\[n = \text{total number of training patterns}\]
\[x_{ai} = \text{ith training pattern from category } \theta_a\]
\[\sigma = \text{smoothing parameter}\]
\[p = \text{dimensionality of measurement space}\]

Fig. 9: PNN Performance

Fig. 10: PNN Confusion Matrix

Fig. 11: Accuracy of PNN
VIII. CASE STUDY USING GRNN

Case I. A three phase auto transformer with tertiary winding of rating 315 MVA, 400/220/33 kV and 50 Hz is manufactured for EMCO Ltd. Thane. The SFRA plot is shown in Fig. 13.

The General Regression Neural Network is one of the most popular neural network. It is a feed forward neural network for supervised data. It uses nonlinear regression function for approximation. It basically employs the smoothing factor as a parameter in learning process [14]. The smoothing factor is selected to optimize the transfer function for all the nodes. There are four layers: the input layer, pattern layer, summation layer and output layer shown in fig. 14.

The main task of regression is getting relation between input variables $X$ and output variables $Y$. If $X$ is a vector of known inputs, then the following scalar function is defined,

$$D_{i}^{2} = (X - X_{i})^T (X - X_{i})$$

This parameter gives the information of difference between two vectors. The output vector $Y$ can be calculated following.

$$\hat{Y} (X) = \frac{\sum_{i=1}^{n} Y_{i} \exp \left( -\frac{D_{i}^{2}}{2\Sigma} \right) }{\sum_{i=1}^{n} \exp \left( -\frac{D_{i}^{2}}{2\Sigma} \right) }$$

$\hat{Y} (X)$ = a weighted average of all observed samples.

$Y_i$ = each sample is weighted in an exponential manner according to Euclidean distance, $D_i$, from $X_i$.

$\Sigma$ is the smoothing factor. Large values of sigma improve smoothness of the regression surface. It must be greater than zero and usually range from 0.01 to 0 for good result.
IX. COMPARISON OF ANN, PNN AND GRNN

The different case studies apply for ANN, PNN and GRNN, but among all these the accuracy of PNN is highest.

From fig. 11 it is shown that there is not any data misclassification in PNN confusion matrix, it means that PNN confusion matrix gives 100% data classification.

From fig. 16 it is shown that GRNN confusion matrix gives 88.9% data perfect classification and 11.1% data misclassification which shows in red color box.

From fig. 7 it is shown that in regression analysis when the value of All R is 1 it means that the output and target matches to each other. But in this case this value is 0.9999 which is very closer to 1.

From fig. no. 12 it is shown that PNN gives the best accuracy. It is 100% accurate.

CONCLUSION

There are different case study using SFRA is carried out at GETCO. There are different types of case study such as after and before overheating, before and after tap changing position, different winding connections. SFRA is basically used to detect the winding deformation of transformer.

After studying all these cases, it is concluded that SFRA is very sensitive towards the winding deformation and winding movements. This method is sensitive in the frequency region and provides wide frequency range.

The results of SFRA gives to the ANN, PNN and GRNN as input data. Further checking the sensitivity of SFRA. The AI technique provides more sensitivity and more stability. Once a network is trained, it gives the best result. Among all these network such as backpropagation neural network, probabilistic neural network and general regression neural network, PNN gives the best accuracy result for data classification.
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